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Comparison of NPU and GPU
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Lessons
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CPU scheduling bottlenecks dominate but are often overlooked.

Underutilization dominates computation bottlenecks.

Minimize remote access to alleviate I/O bottlenecks.

Contention between computation and communication.
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Iterative Optimization Development for PanGu-α

Device: 128 Ascend 910A

Workloads: 100B PanGu-α model training

The optimization of large model training often requires multiple iterations.

After three iterations of optimization, the total time speedup is 3.05x.

Step time. Overall training time.
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Deployment Optimization Experience

Detailed cases can be found in the paper.

Our optimizations bring training speedups from 1.08-5.34× in vision, NLP, and recommendation models.

We summarize the speedups from optimization in different model deployments. 
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Performance Fluctuation Optimization

Training time speedup is 1.06×.

Average throughput speedup is 1.05×.

(1) Increase Python garbage collection threshold.

(2) Active garbage collection when saving checkpoints.

9k-card MoE model training
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Conclusion

1. We propose Hermes, a systematic training optimization system with lightweight profiling, 

hierarchical analysis, and automated optimization guidance.

2. We summarize insights from 135 real-world cases and demonstrate Hermes’s effectiveness 

through extensive case studies.

1. Expand Hermes to support emerging model training technologies like reinforce learning.

2. Improve Hermes’s ability to handle more complex bottlenecks and situations.

3. Integrate training logs and even LLM-based agents to more accurate bottleneck analysis.

Future Work
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